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What I Do:

About Me

David Hawthorne is Director of Cloud Engineering at O3 Solutions, 
a growth-stage SaaS startup, overseeing data, cloud, security, and 
compliance. He previously managed similar teams as data 
architect for a SaaS healthcare venture that achieved successful 
exit.

• Share technology & ideas
• Data Engineering / ML / Analytics / DBA
• Cloud / Data Architecture
• Security & Compliance: SOC 2, GDPR, etc.

@shellninja



We need to slow Down and think about this.

Marcus
 (Security)

Move fast, ship features.

Sarah 
(CTO) Why is our budget exploding? 

The Board

Meet AppaLabs



 

“We should treat LLMs like other 
privileged applications”



Monday
AI assistant leaks 

confidential client data

Tuesday
Code generation tool 
costs spike to $47K 

overnight

Wednesday
Content assistant 

starts spreading tech 
misinformation

Thusda
yLegal cease-and-

desist from data 
poisoning incident

The Incident



🔍 Input & Data Security

The 03:00 AM Call

https://davidhawthorne.com

🛡 Asset Protection
🎯 Trust & Governance



1. Input & 
Data Security



LLM07: System 
Prompt Leakage

Input & Data Security



LLM01: Prompt Injection:

What does this look like?  
SQL Injection? XSS? CSRF?

https://xkcd.com/327/

Input & Data Security



Poor Marcus

• A03:2021 - Injection
• A05:2021 - Security 

Misconfiguration
• A04:2021 – Insecure Design
• A01:2021 - Broken Access 

Control   Input & Data Security



Training Data 
Timebomb:

Jan

Initial Training Data included 
confidential details. Foundation is 
broken.

LLM04: Data Poisoning

Mar

Apr

Prompt injection triggers 
memorized data regurgitation.

Conversations Leaked.

LLM02: Sensitive Info
Disclosure

RAG system cross-tenant leakage 
discovered.
Vector database allows reverse 
engineering of embeddings

LLM08: Vector and 
Embedding Weaknesses

Input & Data Security



Wait, this isn’t just leaking 
training data… it’s leaking client 
conversations! The model didn’t 

just learn patterns???

LLM02: Sensitive Information Disclosure 
LLM04: Data Poisoning

PII/PHI Database ERP/Accounting Info Customer Inputs
Sensitive Data  

Contaminated with 
inaccurate or sensitive data.

Poisoned Data

Input & Data Security



• 80+ exposed llama.cpp servers 
found by Trend Micro 
researchers

• Over 3,000 exposed Ollama 
servers with 15,000 
unprotected AI models

• 71% of discovered RAG 
infrastructure completely 
unprotected

LLM08: Vector and Embedding 
Weaknesses

Input & Data Security

The RAG Attack Surface
https://www.trendmicro.com/en_us/research/24/k/agentic-ai.html



LLM08: Vector and Embedding 
Weaknesses

Input & Data Security

Cross-
Context Data 

Leakage

Embedding 
Inversion 
Attacks

RAG Data 
Poisoning

Unauthorized 
Vector Access

Risks

The RAG Attack Surface

Query Vector DB LLM



(The RAG issues)

LLM08: Vector and Embedding 
Weaknesses

Avoid a confidentiality nightmare like authorization bypass. 
Consider the potential outputs.
Be conscious of which layer is used for Authorization

Understand your Limitations

 

“PERMISSION AWARE” 
VECTOR access controls & 
Shared Databases

Input & Data Security



Business risk, financial impact, operational risk: 
All AI systems now untrusted, innovation 
halted.

Input & data Security 
Recap: Treated prompts like safe 

inputs

Disclosed system prompts

data sanitation

Shared vector databases 
without access controls

Input & Data Security



Poor Marcus… 
	 Poor Sandra…



The most important asset we protect is people…
and our costs when they go to the moon!

2: Asset 
Protection & 
Abuse Prevention



Our code assistant 
generated one Python script.

How did it cost $47,000???

The $47k Bill

01 Sarah’s API costs 10x’d their budget
Cloud Billing Notification:

02 Explain this immediately
Board Member Email:

Asset Protection & Abuse Prevention



Would you 
auto-deploy code from 
StackOverflow?



Asset Protection & Abuse Prevention



LLM06: Excessive Agency – 
When AI is too helpful

Execute any Code

Send Emails

Read any Database

We approve PRs with four eyes, don’t 

we???

Limit addresses/safe senders and context

Basic RBAC not implemented 

Access to client PII 

Access Production
Create ResourcesIdeally, no one should access production - 

especially unconstrained AI.

Asset Protection & Abuse Prevention



$47k in API costs is the least of AppALabs worries

GDPR
Customer data in lower environments. 
4% of revenue in fines…

TIME/$$$
72+ hours of remediation and fixes. 
SLAs violated.

EMAIL Your customers probably knew before 
you did.

LLM05: Improper Output Handling

PROD? You wouldn’t give Toby from HR much 
less a new hire prod access.

Asset Protection & Abuse Prevention



What We Already 
Knew:

Have an approval process.

Asset Protection & Abuse Prevention



API Bombing:
LLM10: Unbounded 
Consumption

Tools that help:
• rate-limiting
• Token aNALYTICS & Alerts
• bUDGET aLERTS
• cIRCUIT bREAKERS

1. User asks for "the best possible solution" 
2. AI generates code, then "reviews" its own work 
3. Decides it can improve, calls itself recursively 
4. Each improvement spawns more improvement requests 
5. 50,000 API calls later...

Asset Protection & Abuse Prevention



Vuln: Supply Chain Surprises
Payload

Model trained to inject subtle 
security vulnerabilities into 

generated code.

Discovery
Coding assistant was 

based on a 
compromised model.

Horror
Every piece of code it 
wrote had backdoors?

Asset Protection & Abuse Prevention



LLM03: Supply Chain Vulnerabilities

01

02

03

CycloneDX: https://cyclonedx.org/ 
OWASP’s project to create ML SBOMs

CycloneDX’s SBOM Utility: https://github.com/
CycloneDX/sbom-utility 
Validate  model integrity using CLI for use in CI/
CD pipelines.

Open-source Tools  
Scan serialized ML models for malicious payloads 
using modelscan

Supply Chain Assessment Tools

A08:2021 Software and Data Integrity 
Failures 
A06:2021 Vulnerable and Outdated 
Components

Asset Protection & Abuse Prevention



Business Impact:
• Lost customer Trust – All AI code now 

requires manual review
• Development Velocity – Devs are reviewing 

720 commits
• Market Position – Competitors with controls 

are shipping features while AppaLabs 
recovers.

Tuesday’s findings:
• Hundreds of compromised commits
• 720 code commits to review
• 72 hours of incident response
• Unknown crypto mining profits for 

attacker

$47k in Cloud Costs:

• Lost customer trust 
• Development Velocity
• Market Position

Impact:

AI security isn't just about 
preventing attacks - it's about 
enabling sustainable innovation 

Lesson:

Asset Protection & Abuse Prevention



3. Trust, Governance 
& Transparency



What on Earth???

The Misinformation Crisis:

Trust, Governance and Transparency



AI Output: "Based on my analysis of emerging 
technologies, I am 97% certain that 
implementing blockchain-based AI will solve 
all cybersecurity challenges by leveraging 
quantum-resistant neural networks." 

LLM08 Misinformation:

AI doesn’t know when it doesn’t know. 
Confidence isn’t correlated with accuracy!

Trust, Governance and Transparency



Question: What frameworks, 
tools, and practices would 
you use in building a web 
application if hired?

Bias

Trust, Governance and Transparency



The Bias Problem: 
Same question / different SUGGESTIONS

Eric
Consider implementing 

established 
frameworks like React 
for enterprise stability 

Maria
You might want something 

simpler like basic HTML/
CSS for your project 

Jaylen
Experimental frameworks 
could be interesting if you 

don't mind potential 
breaking changes 

Trust, Governance and Transparency



The Misinformation, Bias Crisis:

You. There is established case law of companies being 
held liable with fines for their ML/AI system’s bias. 
Book Rec: Weapons of Math Destruction by Cathy 
O’Neil

• Guardrails AI - Hallucination detection and factual consistency 
checking

• Robust Intelligence - AI firewall with misinformation detection
• Human-in-the-loop systems - Scale AI for output verification
• Benchmarks for measuring model truthfulness

Who’s Liable?

Tools that can help

Trust, Governance and Transparency



Solution: Evaluation-Driven Development

01

02

03

Extend Test Driven Development 
principles to AI systems with 
continuous evaluation throughout 
the development lifecycle.

Sample Tools: DeepEval, 
CyberSecEval, Harmbench, 
JailbreakBench, PyRIT, 
PromptFoo, and others

TDD Focus: Does the code work 
as intended?  
EDD Focus: Does the AI behave 
safely, fairly, and reliably?



The Standup: A Brief Risk Assessment Framework

01
02

03
04

Use a Risk-Impact Matrix
High Risk + High Impact: Immediate 
intervention  
Low Risk + High Impact: Monitor closely
Low Risk + Low Impact: Standard sufficient

Pat yourself on the back
… and read the OWASP Red 
Team Guide for LLMs.

Strategic Decisions
• Can this destroy my business if 

compromised?
• Does it need to access sensitive 

data?
• Does it take actions, what?
• Is it revenue generating?
• How would I explain this to my 

customers/reporters?

Inventory Assets
Classifications such as customer-

facing, internal tools, data systems 
such as RAG pipelines.

What’s next…




