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“Technologies themselves are 
ethically neutral. It is people 
who decide whether to use 
them for good or evil.”
Maxim Fedorov, Vice-President for Artificial 
Intelligence and Mathematical Modelling at 
Skoltech.
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Despite our best intentions, 
technologies meant to be neutral (or 
even benevolent) can (and do) cause 
harm, often to the very people they 
mean to protect.

Thesis



It’s our responsibility as leaders in the 
industry to influence change and to 
mitigate risk so that AI can live up to 
its full potential.

Takeaway



Datasets are infallible: 
incomplete and 
unbalanced

Problem



Dataset Case Study: 
Predictive Policing

Deep Dive





● Epidemic-type 
aftershock 
sequence (ETAS) 
model

● Used to predict 
earthquakes

● Standard statistical 
model of seismicity

PredPol



PredPol’s algorithm looks at data from previous 
crimes to predict locations of future crimes

PredPol



● Data input:
○ Citizens’ calls for police service
○ Patrol officers’ observed crime reports 

PredPol



● Crime type
● Crime location
● Date & time of crime

PredPol



● Red squares are predictions for crime that day
● Officers use predicted crime hotspots to guide patrols
● Observed crime while on patrol is added to the database

PredPol



What happened?
PredPol



It doesn’t work
Problem



PredPol



Type of prediction Accuracy percentage

All predictions overall 0.4%

Robbery or aggravated assault only 0.6%

Burglary only 0.1%

PredPol

● WIRED analyzed 23,631 predictions for the Plainfield NJ 
Police Department between February 25 and December 
18, 2018

● Found prediction accuracy was less than 1%









What’s the problem?
Problem



The data suffers from two big 
problems:
● Over-representation
● Self-reinforcing feedback loop

Problem



Over-representation
Problem



National Survey on Drug Use 
and Health, 2011

Oakland PD drug arrests, 
2010



What accounts for the 
difference?

Problem



● Dataset focus is on crimes 
recorded, not crimes committed

● Incomplete census
● Not a representative random 

sample

Problem



December 2, 2021





● Independent algorithms trained on 
district-by-district victim crime reporting data in 
Bogota, Colombia had similar biased outcomes

Problem







Lantern laws were 17th 
century laws in New York City 
that demanded that Black, 
mixed-race and Indigenous 
enslaved people carry candle 
lanterns with them if they 
walked around the city after 
sunset not in the company of a 
white person.





Self-reinforcing feedback 
loop

Problem



● Officers update 
PredPol with each 
new criminal 
incident reported 
or observed

● Sampling bias in 
training data 
becomes 
amplified, causing 
a runaway 
feedback loop

Self-reinforcing feedback loop





Under-representation
Problem



Under-representation Healthcare



Under-representation Public Safety



Under-representation Public Safety



WorkforceUnder-representation



WorkforceUnder-representation



“Technologies themselves are 
ethically neutral. It is people 
who decide whether to use 
them for good or evil.”
Maxim Fedorov, Vice-President for Artificial 
Intelligence and Mathematical Modelling at 
Skoltech.



Good intentions with bad outcomes, not 
nefarious bad actors. 

On the contrary: people doing their best 
to improve the lives of others, increase 
safety, and improve public health.

Thesis



Despite our best intentions, 
technologies meant to be neutral (or 
even benevolent) can (and do) cause 
harm, sometimes to the very people 
they mean to protect.

Thesis



This is a very hard 
problem.

Mitigation



Models learn from data 
& the data is imperfect

Mitigation



● Understand the problem
● Advocate for right-sizing over- or 

under- representation in 
datasets 

Mitigation



How do we mitigate?
Mitigation



Apply Responsible AI 
principles & tactics

Mitigation





Consider the dataset
Mitigation Model









Fine tune your models
Mitigation



● Adapt to a new domain or genre 
● Adapt to new data
● Improve performance on specific tasks
● Customize output like tone or personality

Fine tuning











Choose a small language 
model instead of an LLM

Mitigation



Small models

● Trained on relatively smaller 
domain-specific data sets

● Risk of bias is generally lower compared to 
LLMs, which aim to emulate human 
intelligence on a wider level







Avoid self-reinforcing 
feedback loops

Mitigation





Balance feedback loops 
with external human 
feedback

Mitigation





Safety 
Prompt

Responsible AI



Assure your models have a safety prompt 
prepended to every model input. This is a common 
practice for safeguarding LLMs from complying 
with queries that contain harmful intents.

Responsible AI



Meta prompts
Responsible AI



Metaprompts are an additional layer above safety 
prompts which developers can choose to include, 
sometimes conditionally based on the scenario, 
that can guide the model on how to answer. 

Responsible AI





User 
Experience

Responsible AI



Highlight Grounded 
Content

Responsible AI







Highlight Grounded 
Content
● Ask the model to provide its sources
● Pre-emptively surface it in the UX
● Build user confidence in orchestration 

and ultimately, output

Responsible AI



Red Team Testing
Responsible AI



● Test to determine whether there are gaps in the 
existing safety systems.

● Identify and mitigate shortcomings in the existing 
default filters or mitigation strategies.

Red Team Testing



● Write test cases that stress test 
your system against adversarial 
requests

● Run tests, fix, repeat
● Strive for a specific success rate

Responsible AI



Example Categories of Harm
● Prohibited Content: Harmful Content
● Harms to trust: Ungrounded content
● Misuse: Generation of malware, incorrect or insecure code
● Misuse: Prompt injection (jailbreaks)
● IP protection/copyright issues

Responsible AI



Despite our best intentions, 
technologies meant to be neutral (or 
even benevolent) can (and do) cause 
harm, often to the very people they 
mean to protect.

Takeaway



● Seemingly neutral technology can have 
inequitable outcomes

● Datasets are imperfect and fallible
● Responsible AI practices aim to 

mitigate imperfect datasets

Takeaway



It’s our responsibility as leaders in 
the industry to influence change 
and to mitigate risk so that AI can 
live up to its full potential.

Takeaway



Questions?
Q&A


