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What did we have?



Our Content
• 16 chapters 

• 636 Sections  

• 4,273 sub-sections  

• Over 2 million words



• 500 True/False & Multiple-
Choice Questions 

• Derived from a 120-hour 24-
module adjuster training course

Quiz Data
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GPT 3.5
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Next steps…



(Retrieval Augmented Generation)

Self-hosted RAG
(LLaMA Vicuna)





March 2023 



(Retrieval Augmented Generation)

OpenAI API RAG
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Sample questions from experts
• What are proper grounds for apportionment of 

permanent disability? 

• Utilization review usually decides whether proposed 
medical care is reasonable and necessary. Are there 
any times where the WCJ may decide this instead?



Sample questions from users
• Temporary partially disabled after layoff 

• What if the check was mailed to the wrong address? 

• What's the SOL for a cumulative trauma claim



Let’s have the 
AI interpret the 
question before 
we try to match 
the content!
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200 easy questions

200 medium questions

200 hard/expert questions

600 total questions 

Answered by our top content expert

Time to build our next benchmark test



How did we use the new 
benchmark test?



How did we use the new 
benchmark test?
• Make a change to the model



How did we use the new 
benchmark test?
• Make a change to the model 

• Have it answer the 600 user questions



How did we use the new 
benchmark test?
• Make a change to the model 

• Have it answer the 600 user questions 

• Have the LLM compare each answer given by the 
model to the expert’s answer and assign a score 
based on similarity



How did we use the new 
benchmark test?
• Make a change to the model 

• Have it answer the 600 user questions 

• Have the LLM compare each answer given by the 
model to the expert’s answer and assign a score 
based on similarity 

• Derive a total score for the entire benchmark



How did we use the new 
benchmark test?
• Make a change to the model 

• Have it answer the 600 user questions 

• Have the LLM compare each answer given by the 
model to the expert’s answer and assign a score 
based on similarity 

• Derive a total score for the entire benchmark 

• Run the assessment for every iteration
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Parameters for iteration
• Language model selection 

• Embeddings model optimization 

• Keyword search integration 

• Prompt engineering 

• Evaluation and feedback loops 

• Knowledge base management



How has it been received 
by our users?





What have we learned?



What have we learned?
• Find a strong developer



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team 

• Set a clear target



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team 

• Set a clear target



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team 

• Set a clear target 

• Develop tests to measure your progress



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team 

• Set a clear target 

• Develop tests to measure your progress 

• Closed models are leading the way



What have we learned?
• Find a strong developer 

• You can accomplish a lot with a small team 

• Set a clear target 

• Develop tests to measure your progress 

• Closed models are leading the way 

• Don’t be daunted by compute costs





There are no experts, 
only pioneers.



Make it happen!
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